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Motivation

- Combine non-monotonic rules and ontologies
- Use a *description logic* as *parameter logic*
A (monotonic) logic is a pair $\mathcal{L} = \langle L, \vdash_\mathcal{L} \rangle$:

- $L$ is the set of formulas
- $\vdash_\mathcal{L}$ is a Tarskian consequence relation over $L$, i.e., it satisfies:
  - **Reflexivity**: if $\varphi \in T$ then $T \vdash_\mathcal{L} \varphi$;
  - **Cut**: if $T \vdash_\mathcal{L} \varphi$ for all $\varphi \in \Phi$, and $\Phi \vdash_\mathcal{L} \psi$ then $T \vdash_\mathcal{L} \psi$;
  - **Weakening**: if $T \vdash_\mathcal{L} \varphi$ and $T \subseteq \Phi$ then $\Phi \vdash_\mathcal{L} \varphi$. 
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For every monotonic logic $\mathcal{L}$, the pair $\langle Th(\mathcal{L}), \subseteq \rangle$ is a complete lattice with

- smallest element: the set of theorems of $\mathcal{L}$
- greatest element: the set $L$ of all formulas of $\mathcal{L}$;
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**Definition**

A $\mathcal{L}$-parametrized logic program is a set of rules

$$\varphi \leftarrow \psi_1, \ldots, \psi_n, \text{not } \delta_1, \ldots, \text{not } \delta_m$$

where $\varphi, \psi_1, \ldots, \psi_n, \delta_1, \ldots, \delta_m \in L$. 
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(parametrized) atoms = the formulas of $\mathcal{L}$;

**Definition**

A $\mathcal{L}$-parametrized logic program is a set of rules

$$\varphi \leftarrow \psi_1, \ldots, \psi_n, \text{not } \delta_1, \ldots, \text{not } \delta_m$$

where $\varphi, \psi_1, \ldots, \psi_n, \delta_1, \ldots, \delta_m \in L$.

**Definition**

A definite $\mathcal{L}$-parametrized logic program is a set of rules without negations as failure, i.e. of the form $\varphi \leftarrow \psi_1, \ldots, \psi_n$ where $\varphi, \psi_1, \ldots, \psi_n \in L$. 
A (parametrized) interpretation is a logical theory of $\mathcal{L}$. 
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A (parametrized) interpretation is a logical theory of $\mathcal{L}$.

**Definition**

An interpretation $I$ satisfies a rule

$$\varphi \leftarrow \psi_1, \ldots, \psi_n, \text{not } \delta_1, \ldots, \text{not } \delta_m$$

if $\varphi \in I$ whenever $\{\psi_1, \ldots, \psi_n\} \subseteq I$ and $\{\delta_1, \ldots, \delta_m\} \cap I = \emptyset$.

**Definition**

An interpretation is a model of $\mathcal{P}$ if it satisfies every rule of $\mathcal{P}$.
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**Theorem**

*Every definite $\mathcal{L}$-parametrized logic program has a least model.*

**Gelfond-Lifschitz like operator**
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- removing from the remaining rules of $\mathcal{P}$ all default negated literals.

Define $\Gamma_{\mathcal{P}}(I) = J$, where $J$ is the unique least model of $\mathcal{P}_I$.

**Definition**

A parametrized interpretation $I$ is a **stable model** of a $\mathcal{L}$-parametrized logic program $\mathcal{P}$ iff $\Gamma_{\mathcal{P}}(I) = I$. 
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\[ \begin{align*}
  r & \leftarrow \text{not } t \\
  t & \leftarrow \text{not } r \\
  P : \quad \neg p & \leftarrow \\
  (p \lor q) & \leftarrow r \\
  s & \leftarrow q \\
  \end{align*} \]

\[ \{\neg p, (p \lor q)\} \vdash_{\text{CPL}} q \]
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\[ r \leftarrow \neg t \]
\[ t \leftarrow \neg r \]

\[ \mathcal{P} : \quad \neg p \leftarrow \quad \{\neg p, (p \lor q)\} \vdash_{\text{CPL}} q \]

\[ (p \lor q) \leftarrow r \]
\[ s \leftarrow q \]
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Example

Classical propositional logic

\[
\begin{align*}
    r & \leftarrow \neg t \\
    t & \leftarrow \neg r \\
    \mathcal{P} : & \quad \neg p \leftarrow \\
    & (p \lor q) \leftarrow r \\
    s & \leftarrow q
\end{align*}
\]

Two stable models:

\[
\begin{align*}
    \{r, \neg p, (p \lor q), q, s\} \vdash_{\text{CPL}} & \quad \text{and} \quad \{t, \neg p\} \vdash_{\text{CPL}}
\end{align*}
\]
### Description logic $ALC$

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>atomic concept</td>
<td>$A \in N_C$</td>
</tr>
<tr>
<td></td>
<td>$A^\mathcal{I} \subseteq \Delta^\mathcal{I}$</td>
</tr>
<tr>
<td>atomic role</td>
<td>$R \in N_R$</td>
</tr>
<tr>
<td></td>
<td>$R^\mathcal{I} \subseteq \Delta^\mathcal{I} \times \Delta^\mathcal{I}$</td>
</tr>
<tr>
<td>individual</td>
<td>$a \in N_I$</td>
</tr>
<tr>
<td></td>
<td>$a^\mathcal{I} \in \Delta^\mathcal{I}$</td>
</tr>
</tbody>
</table>

Interpretation: $\mathcal{I} = (\Delta^\mathcal{I}, \mathcal{I})$
Description logic $\mathcal{ALC}$

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>top</td>
<td>$\top$</td>
</tr>
<tr>
<td>bottom</td>
<td>$\bot$</td>
</tr>
<tr>
<td>conjunction</td>
<td>$C \sqcap D$</td>
</tr>
<tr>
<td>disjunction</td>
<td>$C \sqcup D$</td>
</tr>
<tr>
<td>complement</td>
<td>$\neg C$</td>
</tr>
<tr>
<td>existential restriction</td>
<td>$\exists R.C$</td>
</tr>
<tr>
<td>universal restriction</td>
<td>$\forall R.C$</td>
</tr>
</tbody>
</table>
Description logic \( \mathcal{ALC} \)

### Axioms

<table>
<thead>
<tr>
<th>Concept Type</th>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>concept inclusion</td>
<td>( C \sqsubseteq D )</td>
<td>( C^\mathcal{I} \sqsubseteq D^\mathcal{I} )</td>
</tr>
<tr>
<td>concept assertion</td>
<td>( C(a) )</td>
<td>( a^\mathcal{I} \in C^\mathcal{I} )</td>
</tr>
<tr>
<td>role assertion</td>
<td>( R(a, b) )</td>
<td>( (a^\mathcal{I}, b^\mathcal{I}) \in R^\mathcal{I} )</td>
</tr>
</tbody>
</table>

### Consequence relation

\( \mathcal{O} \models \alpha \) if every model of \( \mathcal{O} \) satisfies \( \alpha \).
\[
\text{NotMarried} \equiv \neg \text{Married} \leftarrow \\
\text{NotMarried} \sqsubseteq \text{HighRisk} \leftarrow \\
\exists \text{Spouse.} \top \sqsubseteq \text{Married} \leftarrow \\
\text{NotMarried}(x) \leftarrow p(x), \neg \text{Married}(x) \\
\text{Discount}(x) \leftarrow \text{Spouse}(x, y), p(x), p(y) \\
p(\text{John}) \leftarrow
\]
\[
\text{NotMarried} \equiv \neg \text{Married} \leftarrow \\
not \text{Married} \sqsubseteq \text{HighRisk} \leftarrow \\
\exists \text{Spouse.} \top \sqsubseteq \text{Married} \leftarrow \\
\text{NotMarried}(x) \leftarrow p(x), \text{not Married}(x) \\
\text{Discount}(x) \leftarrow \text{Spouse}(x, y), p(x), p(y) \\
p(\text{John}) \leftarrow
\]
\[ \text{NotMarried} \equiv \neg \text{Married} \leftarrow \]

\[ \text{NotMarried} \equiv \text{HighRisk} \leftarrow \quad \exists \text{Spouse}. \top \equiv \text{Married} \leftarrow \]

\[ \text{NotMarried}(x) \leftarrow p(x), \neg \text{Married}(x) \]

\[ \text{Discount}(x) \leftarrow \text{Spouse}(x, y), p(x), p(y) \]

\[ p(\text{John}) \leftarrow \]
Example

\[\neg \text{Married} \sqsubseteq \text{HighRisk} \leftarrow \text{not exceptionalPeriod} \]

\[\exists \text{Spouse}. \top \sqsubseteq \text{Married} \leftarrow \]

\[\neg \text{Married}(x) \leftarrow p(x), \text{not Married}(x) \]

\[\text{Discount}(x) \leftarrow \text{Spouse}(x, y), p(x), p(y) \]

\[p(\text{John}) \leftarrow \]
\neg Married \sqsubseteq HighRisk \leftarrow not \ exceptional Period

\exists \text{Spouse}. \top \sqsubseteq \text{Married} \leftarrow

\neg \text{Married}(x) \leftarrow p(x), not \text{Married}(x)

\text{Discount}(x) \leftarrow \text{Spouse}(x,y), p(x), p(y)

p(John) \leftarrow
\neg Married \sqsubseteq HighRisk \leftarrow \text{not exceptionalPeriod}

\exists Spouse. \top \sqsubseteq Married \leftarrow

\neg Married(x) \leftarrow p(x), \text{not Married}(x)

\text{Discount}(x) \leftarrow Spouse(x, y), p(x), p(y)

p(\text{John}) \leftarrow

\neg Married(\text{John}) \text{ and } HighRisk(\text{John}) \text{ follow from this program.}
\neg Married \sqsubseteq HighRisk \leftarrow not \ exceptionalPeriod

\exists Spouse. \top \sqsubseteq Married \leftarrow

\neg Married(x) \leftarrow p(x), \neg Married(x)

Discount(x) \leftarrow Spouse(x, y), p(x), p(y)

p(John) \leftarrow

p(Bill) \leftarrow

\exists Spouse. \top (Bill) \leftarrow

exceptionalPeriod \leftarrow
\neg Married \sqsubseteq HighRisk \leftarrow \text{not exceptionalPeriod}

\exists Spouse. \top \sqsubseteq Married \leftarrow

\neg Married(x) \leftarrow p(x), \text{not Married}(x)

Discount(x) \leftarrow Spouse(x, y), p(x), p(y)

p(John) \leftarrow

p(Bill) \leftarrow

\exists Spouse. \top (Bill) \leftarrow

\text{exceptionalPeriod} \leftarrow

\neg Married(John) \text{ follows from } P \text{ but } HighRisk(John) \text{ does not.}
\neg Married \sqsubseteq HighRisk \leftarrow \neg exceptionalPeriod

\exists Spouse. \top \sqsubseteq Married \leftarrow

\neg Married(x) \leftarrow p(x), \neg Married(x)

Discount(x) \leftarrow Spouse(x, y), p(x), p(y)

p(John) \leftarrow

p(Bill) \leftarrow

\exists Spouse. \top (Bill) \leftarrow

does not.
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For a finite parametrized logic program over a decidable parameter logic, entailment over stable model semantics is decidable.
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For a finite parametrized logic program over a decidable parameter logic, entailment over stable model semantics is decidable.

Implementation

Modular implementation combining a reasoner for the parameter logic and an answer set solver.
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